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Abstract
Contextual Integrity (CI) is built to assess potential privacy violations of new 
sociotechnical systems and practices. It does so by evaluating their respect for the 
context-relative informational norms at play in a given context. But can CI evalu-
ate new sociotechnical systems that severely disrupt established social practices? In 
this paper, I argue that, while CI claims to be able to assess privacy violations of 
all sociotechnical systems and practices, it cannot assess the ones that cause severe 
changes and disruptions in the norms and values of a given context. These types 
of technology are known as socially disruptive technologies (SDTs) and this paper 
argues that they are beyond CI’s scope. It follows that at best, a privacy assessment 
of those technologies by CI would be useless and, at worst, lead to potential harm, 
including failure to identify privacy violations and unwarranted legitimisation of 
privacy-threatening technology. Government actors, policymakers, and academics 
should refrain from relying on CI to assess this type of technology.

Keywords  Informational Privacy · Contextual Integrity · Emerging Technologies · 
Value Change · Social Norms

1  Introduction

The rise of ICTs (Information and Communication Technologies) and other socio-
technical systems and practices has impacted our lives by enmeshing people and 
technology in webs of information, reshaping social dynamics and expectations 
(Floridi, 2014). Expectations of privacy are among the most challenged by these 
sociotechnical changes, pushing philosophical inquiry in information ethics into a 
seemingly never-ending quest for informational privacy (Lavazza & Farina, 2023). 
Explaining and justifying people’s privacy interests and rights in terms of control or 
access over their personal information appeared to be a much more challenging task 
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than it looked at first sight. In informational privacy, the control- and access-based 
accounts of privacy have dominated the debate so far. However, these accounts have 
faced numerous challenges that have weakened their claims over people’s privacy 
interests and rights. The problem of privacy in public (Ryberg, 2007), the feminist 
critique of privacy rights (Allen, 2003), and the moral hollowness of privacy rights 
(Thomson, 1975) are just the tip of the iceberg. Against the backdrop of this decade-
long conundrum, the contextual integrity (CI) framework developed by Helen Nis-
senbaum (2010, 2018, 2004, 1998) proposed a novel approach that considers infor-
mational privacy in terms of the appropriate flow of information in a given context. 
Presented as a tool to assess privacy violations of sociotechnical systems and prac-
tices, CI stands out by its capacity to provide a coherent answer to the challenges 
that other accounts are unable to resolve. Rather than focusing on individual’s inter-
ests and rights, Nissenbaum proposes to investigate the structure of normative stand-
ards that guide the flow of information as a way to justify (or reject) the use of per-
sonal information by different parties (Rule, 2019).

Attractive by its clear methodology and simple step-by-step framework, CI has 
seen its popularity grow steadily over the years with interdisciplinary scholars, polit-
ical actors, and governmental institutions relying on its model (Wisniewski & Page, 
2022). The Federal Trade Commission has followed the CI heuristic in its report 
on “Protecting Consumer Privacy in an Era of Rapid Change: Recommendations 
for Businesses and Policymakers” (FTC, 2012). In 2014, the report on “Big Data 
and Privacy” by the U.S. Executive Office of the President’s Council of Advisors 
on Science and Technology referred to CI as a helpful guide in its advice on privacy 
regulations (Executive Office of the President’s Council of Advisors on Science and 
Technology, 2014, 41). CI has been used for assessing smart technologies (Apthorpe 
et  al., 2018; Shaffer, 2020; Winter, 2012), technological change (O’Neill, 2022, 
2023), to explore the long-term risks of COVID-19 surveillance technologies (Vitak 
& Zimmer, 2020) and more recently, to tackle the new threat posed by neurotechnol-
ogy (Susser & Cabrera, 2023). These and other examples demonstrate the increasing 
use of CI to conduct privacy assessments of new technologies; but is the CI heuristic 
capable of assessing all sociotechnical systems and practices?

In this paper, I argue that while CI is presented as a tool that can help assess 
privacy violations of all sociotechnical systems and practices, it cannot help assess 
some emerging ones, that is, in particular, those that cause severe changes, disrupt-
ing the norms and values of a given context. These types of technology are known as 
socially disruptive technologies (SDTs) and this paper argues that they are beyond 
CI’s scope.1 By critically revisiting the CI heuristic (Sect. 2), the paper shows that 
CI is facing two major problems which threaten the legitimacy of its evaluation 
results (Sect. 3). The two problems are 1) the problem of invalid comparison, and 2) 
the problem of the prevailing norm. These two problems are identified as breaking 
points in the CI heuristic and can both lead to a failure to identify privacy violations 
and a legitimisation of privacy-threatening technology. Finally, in Sect. 4, the paper 

1  See Sect. 4 for examples of SDTs.
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focuses on SDTs and the reasons why new SDTs cannot be evaluated by CI. I argue 
that CI can only evaluate SDTs retrospectively.

2 � The Framework

Sociotechnical systems and practices may sometimes interfere with people’s expec-
tations of privacy. In contrast to previous accounts that could not provide reasonable 
justifications for why people’s privacy would be diminished in some cases but not 
in others (i.e., public settings), the CI framework provides a solution (Nissenbaum, 
2004, 2010). It can explain why “ten different people observing the contents of your 
shopping cart on ten different occasions is not the same, from a privacy perspective, 
as one party recording and storing it” (Nissenbaum, 2019, 237, italics in the origi-
nal). It also answers Ryberg’s famous question about why a street CCTV camera 
is not the same as an old lady peeping on the street through her apartment window 
(Ryberg, 2007).2 Indeed, unlike the CI, the access and control accounts of privacy 
seem unable to articulate why, from a privacy perspective, being watched by a per-
son is different from being watched by a surveillance camera. According to Nissen-
baum, the reason other privacy theories struggled to answer these sorts of questions 
was because “[they] were ignoring parameters whose values varied across the dif-
ferent cases” (Nissenbaum, 2019, 238). CI therefore proposes to unveil these salient 
parameters.

CI starts by considering privacy as appropriate flow of information. Hence, viola-
tions of privacy are done by inappropriate flow of information (Nissenbaum, 2010, 
2018, 2004). To be able to trace back the information flow, CI focuses on the infor-
mational norms at play in a context. These informational norms are characterised by 
key parameters that are present in every context: the actors (senders, data subject, 
recipients), the transmission principles, and the attributes. These parameters respec-
tively define the parties who are the subjects of the information as well as those who 
are sending and receiving it, the principles under which this information is trans-
mitted, and the types of information at stake (Nissenbaum, 2010, 142–143). Hence, 
flows of information are shaped by key parameters, and embedded in specific con-
texts. Libraries, health care system, voting stations, schools, airport security, etc., 
are all contexts. Contexts are considered social domains in a Walzerian sense, with 
their own teleological values and purposes (Nissenbaum, 2010, 134). Hence, social 
contexts have entrenched social norms embedded in them (Nissenbaum, 2010, 
132–134, 146). These social norms help achieve the context’s values, which take the 
form of goals, purposes, or ends. Prevailing values in the U.S. health care system, 
for instance, include alleviating physical suffering, curing illness, and promoting the 
health of individuals as well as collectives (Nissenbaum, 2010, 134). Hence, infor-
mational norms and values are both in a co-constitutive relationship with their con-
text, shaping it and being shaped by it (Nissenbaum, 2010, 141, 180).

2  For an interesting discussion on public privacy, see Ryberg (2007), Lever (2008), Goold (2008), and 
Ryberg (2008).
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If the new technology provokes a change in the flow of information, the practice 
is “flagged as violating entrenched informational norms, which constitute a prima 
facie violation of contextual integrity” (Nissenbaum, 2010, 150). This departure 
from the entrenched context-relative informational norms at play in the context is 
assessed by drawing a “comparison […] between [the] entrenched practice and the 
novel practice” (Nissenbaum, 2010, 148–149). Figure  1. below schematises this 
process.

Once the practice is flagged, it is not rejected ipso facto but needs to be assessed 
normatively. The normative assessment can be seen as the second part of the evalu-
ation and mainly relies on the values of the context. CI uses the values as evalua-
tive tools to analyse the new technology. The values of a context are the result of a 
collective judgment that is, similar to the context-relative informational norms, also 
historically, culturally, and geographically shaped. Hence, a new technology that 
induces a departure from these entrenched norms is thus seen as an a priori threat, 
but can nonetheless be upheld against the entrenched practice if it can show that it 
respects and promotes the values of the context; thus maintaining the integrity of 
the context (Nissenbaum, 2010, 186). In sum, CI is a hermeneutic tool that helps us 
interpret complex situations, shape our analysis, and guide our thinking along clear 
social and normative lines to find salient structural social settings and patterns.3

3 � Two Major Problems in the CI Heuristic

Although CI has been the tool of choice in recent years for identifying potential 
privacy violations by new and emerging technologies, it has also been subject to 
a number of criticisms. The normative fragility that results from relying on social 
norms (Austin, 2003; Birnhack, 2011), the low probability of agreeing on the norms 
that deserve to prevail (Rule, 2019), the inherent conservatism of CI making it pos-
sible to justify problematic technologies that follow established norms (van de Poel, 
2022a), and the impossibility of preserving individual rights – such as autonomy 
and individual choice – are the main ones (Gstrein & Beaulieu, 2022). Nissenbaum 
herself conceded that it is sometimes “impossible to locate the relevant entrenched 

Fig. 1   Scheme of CI decision heuristic before moral augmentation

3  Nissenbaum draws her theory mostly from social theorists (Schatzki (2001), Bourdieu (1984), and 
Walzer (1984)) and implements these ideas in her pragmatic and normative account, which heavily rely 
on common values and norms.
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norms against which to compare the novel flows” (Nissenbaum, 2019, 247). How-
ever, in these cases, she argues that CI still stands on an equal footing with the other 
accounts of privacy, as in those cases the other accounts also cannot provide a rea-
sonable justification for a potential loss of privacy (Nissenbaum, 2019, 247).

In what follows, I will build on the previous criticisms4 of CI to identify two 
breaking points in the CI heuristic that make the evaluation vulnerable to misuse. 
I will then identify two potential harms that can result from those breaking points. 
Finally, I will show why new SDTs are outside CI’s scope.

The first breaking point in the CI heuristic is identified as the problem of inva-
lid comparison and targets cases where the CI heuristic compares the new prac-
tice against the informational norms of the entrenched one, while the two practices 
belong to two different contexts.5 The second breaking point is identified as the 
problem of the prevailing norm, which shows that identifying the norm that deserves 
to prevail in a given context is problematic as it stems from a subjective judgment of 
what should be the normative standard.

3.1 � The Problem of Invalid Comparison

The comparison requirement is presented as a first step in the heuristic to evalu-
ate the new practice against an already accepted normative benchmark which is 
the entrenched practice. As van de Poel (2022a) highlights, entrenched contextual 
norms serve society in a functional way, in the sense that they enable the realisa-
tion of shared ends.6 As such, they are used as a benchmark to flag a new practice 
when the new practice departs from those entrenched norms. As prescribed by the 
framework, proponents of CI first look at the context-related informational norms 
that were at play before the introduction of the new practice to trace back the flow 
of information. This means that, for instance, if new virtual agents were to enter the 
health care context as personal assistants to practitioners,7 the CI framework would 

4  I have no space here to cover in detail those previous criticisms, but it should be noted that Austin 
(2003) and Birnhack (2011), both coming from a legal perspective, have expressed worries over the reli-
ance of CI on social norms. Austin pointed out that, by relying on social norms, CI lack the normative 
strength of other independent normative justifications. For instance, she argues that CI cannot demon-
strate that an entrenched practice involves a loss of privacy. Hence, once a society becomes used to pub-
lic surveillance, for instance, CI cannot articulate why public surveillance is wrong from a privacy per-
spective as it takes the entrenched informational norms as the benchmark for privacy (see Austin 2003). 
van de Poel (2022a) added to Austin and Birnhack’s worries, by stipulating that the inherent conserva-
tism of CI might be problematic in cases where “technology reinforces historically grown injustices” 
(van de Poel (2022a), 1).
5  I am putting aside the more general problem of “framing” in social theory, which includes the problem 
of contexts within contexts as well as the related never-ending efforts at defining what a context is. As 
my goal is to pinpoint what is problematic with the CI heuristic specifically, I do not have the space to 
discuss this more general problem.
6  As van de Poel points out, sometimes entrenched norms may “hinder rather than advance important 
share ends” (van de Poel (2022a), 2).
7  See the case of SUKI (2021) “Using an AI Assistant to Reduce Documentation Burden in Family 
Medicine: Evaluating the Suki assistant”, American Academy of Family Physicians Innovation Labs 
Report (AAFP).
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evaluate the new technology based on the informational norms at play before these 
virtual agents integrate into the health care context. This is not problematic.

However, some new practices are sometimes in new, rather undefined contexts, 
where norms are flaky, or absent,8 which prompts a CI evaluation to assess the new 
practice based on the informational norms of an established, similar context. This 
is what I will refer to as the problem of invalid comparison. This change of context, 
I argue, severely weakened the analysis by failing to respect the original justifica-
tion that legitimated the comparison as a relevant technique in the first place. Let 
me explain this assertion. CI’s foundational thesis is that every context is culturally 
and historically based, with its own teleology, which includes specific and uniquely 
shaped informational norms that guide the flow of information in accordance with 
the context’s goals, purposes, and ends (Nissenbaum, 2010, 3, 134). These norms 
have been finely tuned over time and respect the customs, beliefs, values, and ide-
ologies of a population. Informational norms are therefore context-dependant, and 
they preserve the integrity of the context in which they are embedded because they 
are the product of its particular structured social setting (Nissenbaum, 2010, 141). 
Hence, relying on the informational norms of a different context to evaluate a new 
practice is problematic as those norms are not part of the teleological structure of 
the context in which the new practice is evaluated. A change in context thus violates 
the coherence of the ensemble (rationale) on which CI grounds the legitimacy of its 
evaluation (Nissenbaum, 2004, 217). I will now illustrate this violation by using one 
of the case study discussed by Nissenbaum (2010).

3.1.1 � Illustration of the Problem of Invalid Comparison with a Case Study

Nissenbaum uses many different examples to demonstrate how CI can function as a 
tool. One of them was using CI to investigate the practice of monitoring and track-
ing individual’s search query logs by web browser companies. Using CI, she situates 
the practice “in the context of the Web” (Nissenbaum, 2010, 198), and evaluates it 
against the informational norms at play in the context of the library. Highlighting 
the similarities between the two contexts, she asserts that the Web as a context is a 
“complete comparison point” to libraries for the analysis of this new practice (Nis-
senbaum, 2010, 195–196). Following CI’s steps, Nissenbaum goes on to compare 
the web searches (new practice) to its entrenched version, which is in her view the 
individuals’ search of library catalogues and library’s reference books of borrowing 
records.

As CI asks, the informational norms pertaining to the ‘entrenched’ context (i.e., 
the library) are identified and applied to the practice of individuals’ online search 
queries. The informational norms governing the practices of librarians to which she 
refers relate mainly to the rules of conduct for librarians as stated in the Library Bill 
of Rights (Zimmer, 2007). These rules determine the transmission principles of the 
flow of information. Following them, library information transmissions regarding 

8  Some new practices also create a new context, which is often the case of SDTs. I will put these cases 
aside for now but will address them in Sect. 4.
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individual’s searches are done under strict confidentiality principles, which leads 
Nissenbaum to argue that individuals’ web searches should be governed by similar 
strict confidentiality principles. This means that information should flow in a similar 
way in the context of the Web as it does in the context of the library. In Fig. 2. below 
we can see an overview of this comparison, where the key parameters are used to 
undertake the evaluation.

3.1.2 � Deviation from the CI Rationale: the Interplay Between Norms and Their 
Respective Context

The reliance on the informational norms at play in the context of the library to 
evaluate the actions carried out by web search companies on the Web is problem-
atic because it goes against CI’s rationale,9 grounded in the uniqueness of every 
context.10

Informational norms are the products of a finely-tuned and uniquely structured 
social setting – shaped by the historical, cultural and geographical contingencies of 
a particular population at a particular time (i.e., respect customs, beliefs, values, and 
ideologies). They are described as “elements of a context-based system of informa-
tional norms as well as context-based normative systems, generally” (Nissenbaum, 
2010, 141) and as part of a “co-constitutive relationship” with their context (Nis-
senbaum, 2010, 141). As such informational norms are the guardians of the integrity 
of the context, ensuring that the values are respected. Therefore, it is legitimate to 

Fig. 2   Overview of the identified key parameters of CI for both contexts

9  Moreover, it justifies the process of identifying similarities between two contexts through a method of 
cherry-picking which is done by disregarding existing differences and focusing only on perceived simi-
larities.
10  “Because contexts are essentially rooted in specific times and places, their concrete character in a 
given society, reflected in roles, practices, norms, and values, is likely to be shaped uniquely by that 
society in relation to the arrangement of other contexts in that society as well as to its culture, history, 
politics, and economics, and even to physical and natural contingencies ( e.g., war, famine, and earth-
quakes).” (Nissenbaum 2010, 134–135).
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ask the question: what would legitimise the use of informational norms – considered 
context-dependant – in a different context than the one they are in a co-constitutive 
relationship with? If we argue that they can be used to legitimise the flow of infor-
mation in a different context, then they are at odds with the justification of their own 
legitimacy, which is that they have been shaped by this particular context. Doing 
so would violate the internal logic in which their legitimacy is rooted. Therefore, 
I would argue that CI’s rationale holds only in cases where the actions x of a new 
technology are evaluated in the same context as the actions x of the entrenched prac-
tice. For instance, in the library context, informational norms related to book records 
on paper (i.e., entrenched practice) can be used to evaluate the new practice of digi-
tal book records on a standalone computer. Cases where two contexts are needed 
should not be evaluated using the CI heuristic.

3.2 � The Problem of the Prevailing Norm

CI is confronted with a second breaking point in its heuristic which I will refer to as 
the problem of the prevailing norm. The problem of the prevailing norm should be 
seen as superimposed on the problem of the invalid comparison. The problem of the 
prevailing norm refers to the task of identifying the norm that deserves to prevail in 
a context.

The CI heuristic can only be pursued once the informational norms of a context 
have been established because it is based on these norms that the information flow is 
evaluated. The problem of the prevailing norm thus points to this breaking point in 
the evaluation. It is a problem because the ‘prevailing norm’ refers to the norm that 
deserves to prevail (Nissenbaum, 2010, 149, 197) and this choice is not always as 
forward as it might seem. Indeed, the choice is complexified by at least two factors. 
Firstly, the number of norms available as potential candidates for the ‘prevailing’ 
one in a given context is generally multiple. Second, whoever makes the evaluation 
will make their choice of which norm deserves to prevail based on their political 
worldview, ethics and personal history. As Rule argues, even in the position of “rea-
sonable observers”, the chances of people agreeing on the norm that deserves to pre-
vail are seemingly next to zero (Rule, 2019, 270). CI simply does not offer the nec-
essary tools to conduct the evaluation in a way that would lead reasonable observers 
to the same and unique outcome on the prevailing norm in a given context. I will 
illustrate this problem in what follows.

3.2.1 � Illustration of the Problem of the Prevailing Norm with a Case Study

For the sake of the illustration, let’s put aside the first problem viz., the problem of 
invalid comparison. Let’s take the context of the library once more. Taking the con-
text of the library as a starting point, the CI requires the evaluator to find the prevail-
ing transmission principle which is embedded in the dominant norms at play.

In this case scenario, the author endorses and recognises the Library Bill of 
Rights’ (hereafter LBR) transmission principle of ‘strict confidentiality’ as the pre-
vailing norm in the context (Nissenbaum, 2010, 196–197). However, as is often the 
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case, other entrenched norms besides the principle of ‘strict confidentiality’ could 
have been seen as prevailing in this context. For example, the transmission princi-
ples drawn from the USA Patriot Act (hereafter UPA) were also used to regulate 
access to library catalogues after 9/11 (Zimmer, 2007, 203–204). Thus, one alterna-
tive choice would have been to recognise the transmission principles derived from 
the UPA as the prevailing ones instead of the one from the LBR.11 While the prin-
ciple of strict confidentiality states that information about individuals – relating to 
their borrowing records – should only be shared between individuals and librarians, 
the transmission principles guided by the UPA state that such information can also 
be transmitted from the librarian to the government.

The prevailing norm should be the one that best serves the context’s values and 
goals. On Nissenbaum’s interpretation, public repositories of information, such as 
the libraries, have always upheld privacy-directed values that support diverse free-
doms and interests associated with inquiry, education, and expression (Nissenbaum, 
2010, 196). However, although these are certainly important, it would be under-
standable if, in a context such as the post-9/11 era, these values were seen as less 
important than those that are security-related, which, as the author notes, can, for 
example, enable better monitoring of security threats and help to reduce child por-
nography (Nissenbaum, 2010, 196). The divergence existing both in the interpreta-
tion and in the contextual judgment of every evaluator might have led someone else 
to argue differently than Nissenbaum (Rule, 2019).

3.3 � Two Potential Harms

In the previous section, I identify two breaking points in the CI heuristic, mention-
ing that these problems should be taken seriously as they can lead to potential harm. 
These harms are 1) a failure to identify privacy violations and 2) unwarranted legiti-
misation of privacy-threatening technology.

First, it might lead impartial evaluators to reach different judgments about the 
entrenched context to be used as a point of comparison and the norm that deserves 
to prevail, which is problematic. Second, it allows an ill-intentioned person to 
manipulate the evaluation, by choosing both the entrenched context and the prevail-
ing norm12 to arrive at the outcome that is the most advantageous for them rather 
than the one that preserves the integrity of the context. It should be kept in mind that 
the impartial evaluators and the ill-intentioned person may both cause harm.

Returning to our case study, where CI is used to evaluate whether or not the 
actions of web search companies that monitor individual search query logs respect 
the integrity of context. In this example, the change in context means that the 
evaluator can identify the entrenched context of their choice. In the case study, the 

11  This follows Rule (2019), arguing that agreeing on the norms that shall prevail can sometimes be 
impossible or at least extremely difficult.
12  In cases where there is no comparison done across two contexts, the problem of the prevailing norm 
remains, and may lead to the potential harm without the need for the problem of invalid comparison to 
occur.
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library and the Web could be compared as they were both seen as “public reposi-
tories of knowledge and information” (Nissenbaum, 2010, 195). Based on that 
definition, equal candidates to the library as an ‘entrenched’ context of the Web 
could also be the newspapers, radio broadcasting, TV news, Yellow Pages, maga-
zines, etc. Hence, while the library context allowed her to evaluate the web search 
companies’ practices against the principle of ‘strict confidentiality’, another con-
text—also seen as a ‘public repository of knowledge and information’—could 
allow an evaluator to evaluate practices against the principles of ‘open access and 
public domain’, which are the principles guiding the information norms of all the 
other contexts mentioned above. Had the evaluator chosen an entrenched context 
where the prevailing norm allows open access and public domain, the evaluation 
would have been much more lenient towards the web search companies’ prac-
tices, since against the backdrop of “open access and public domain”, the web 
search companies’ practices do not appear to depart from the entrenched norms. 
Thus the practice of web search companies could have been legitimised by a CI 
analysis that would have relied on another entrenched context such as the maga-
zines or the TV news context. This is how the CI could have been manipulated, 
by legitimising the technology based on a wrongful comparison.

With the problem of the prevailing norm discussed in Sect.  3.2.1, if we had 
upheld the UPA principles against the LBR principle, CI could have been used to 
legitimise State access to individual searches and borrowing records in accord-
ance with the UPA principles, which is what the author’s evaluation identifies as 
problematic (Nissenbaum, 2010, 196–197). The choice of the prevailing norm is 
therefore problematic because it can be manipulated to legitimise opposite out-
comes, in this case potentially preventing ordinary citizens from making a pri-
vacy claim about their searches when accessing information.

Hence, these two breaking points may lead CI to be manipulated and harm 
people by denying that their privacy has been violated. The change of contexts 
and the subjective choice of the prevailing norm severely undermine the strengths 
and benefits of the CI reliance on the structure of contexts and leaves the door 
open to misuse of the framework, which could lead to the justification and legiti-
misation of wrongdoings (e.g., monitoring of citizen’s search query logs by the 
State) and the implementation of privacy-threatening technologies (e.g., web 
browser trackers).

4 � Contextual Integrity and New SDTs

In this section, I argue against the use of CI to evaluate new SDTs. In Sect.  2, I 
have explained the framework and mentioned that CI’s main claim is that it can help 
identify (informational) privacy violations by tracing back the flow of information 
following the structured setting of contexts. The justification relies on a conception 
of contexts as teleological structures, where norms and values shape the context and 
are shaped by it. This section looks in more detail at the values and their limitations 
in identifying privacy-intrusive technologies.
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4.1 � Socially Disruptive Technology

New and emerging technologies that rapidly change the fabric of social life have 
been studied for some time (Wiegel et al., 2005; Rip & Kemp, 1998; Nissenbaum, 
1998; Henderson & Clark, 1990) but in the last decade, particular attention has been 
devoted to technologies that provoke ‘technological changes’ (Carlsen et al., 2010; 
Volti, 2009) and ‘technomoral changes’ (Farina et  al., 2022; Nickel et  al., 2022; 
Swierstra et al., 2009; Wright et al., 2014).

Technologies that provoke social disruption are now grouped under the umbrella 
term of ‘socially disruptive technology’ (hereafter SDTs) (van de Poel et al. (2023); 
Hopster & Löhr, 2023; Hopster, 2021). These technologies share the particularity 
of disrupting human life at a “fundamental level” (Hopster, 2021). They severely 
disrupt the set of norms and values at play in the context in which they take place, 
changing social practices and the ways in which humans communicate and inter-
act (Carlsen et al., 2010). Technology that disrupts social life also generally encom-
passes a high level of uncertainty (Carlsen et al., 2010; Nickel, 2020). The advent of 
civil aviation in the first half of the twentieth century, the launch of the World Wide 
Web in the public domain in 1993, the creation of the atomic bomb in the Second 
World War, the introduction of the oral contraceptive pill in the 1960, and the intro-
duction of firearms to the First Nations in North America in the seventeenth cen-
tury are all context-based technologies that can be analysed in terms of their social 
disruptions.

Contexts and technologies share a relationship of interdependence. As Hopster 
points out, social disruption is not intrinsic to the technology but rather is dependent 
on the “complex interplay between a technology and a given social context” (Hop-
ster, 2021, 4). The ability to get from one place to another by plane rather than by 
car or train was socially disruptive for people in the U.S. in the early years of the 
twentieth century, but this disruption did not affect other societies for the simple 
reason that civil aviation did not exist in their countries yet. This relation to con-
texts explains why CI seems the de facto choice when assessing privacy-threatening 
technologies.

4.2 � Moral Augmentation and SDTs

At this point in the analysis, defenders of the CI framework might argue that the 
moral evaluation would nonetheless save the evaluation from the pitfalls identified 
above. This potential counterargument would be legitimate, as my analysis so far 
has focused primarily on the descriptive part of the heuristic. I will respond to this 
potential claim in a twofold manner. First, I will make two short, more general argu-
ments that apply to almost all technologies. Second, I will develop a targeted, longer 
argument focusing on SDTs as falling outside the scope of CI, which will also serve 
to explain why the normative part of CI cannot save the evaluation.

Defenders of CI might say that even if we agree 1) that carrying the CI evalua-
tion across two contexts and 2) that the choice of the prevailing norm (influenced 
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by individual contingencies on the evaluators’ part, i.e., political worldviews, ethi-
cal principles, etc.) might be problematic, the evaluation can still be salvaged by 
the moral part of the heuristic, where the new practice needs to be evaluated on its 
own merits, viz., in terms of its capacity to respect the context’s values. In other 
words, even if the comparison was done against the wrong entrenched practice, and 
the wrong prevailing norm was chosen, the new practice, ultimately, needs to pass 
the moral evaluation to be upheld, which is not based on the comparison at stake 
in the descriptive part. Because the second part of the analysis does not take into 
consideration the entrenched practice but only focuses on the new practice in its own 
context, it seems that the two problems could potentially be overcome.

Let me explain this further. Following Nissenbaum, the descriptive part of the 
heuristic concludes with a prima facie violation of contextual integrity (Nissen-
baum, 2010, 150). Once the prima facie violation is established, the moral evalu-
ation can proceed and from it, a genuine violation can be established.13 Hence, the 
prima facie violation – that is the result of a departure by the new practice from at 
least one of the key parameters (see Sect. 2) – can be overturned by the moral evalu-
ation if the latter proves that the new practice promotes the values of the context 
(Nissenbaum, 2010, 239). This is why it seems that the moral part might rescue the 
whole evaluation.

4.2.1 � Argument 1. The Threats Enabled by the two Breaking Points Remain

Even if CI can in some cases overcome these problems in the second part of the 
evaluation, this does not mean that the CI heuristic is safe from the threats posed by 
it. Proponents of CI who argue that the moral evaluation can rescue the whole evalu-
ation forget a pivotal step in the CI heuristic. As I mentioned earlier in this paper, 
to access the moral evaluation, the practice needs first to be flagged. A new practice 
is flagged when it disrupts the flow of information and departs from the entrenched 
practice. However, the threat present in both problems is that the new practice may 
not depart from the entrenched flow of the old practice if the old practice can be 
chosen from another context.14 This may lead to the practice not being flagged in the 
first place, thus not undergoing the moral evaluation. This would lead directly to the 
first harm, the failure to identify privacy violations, and thereby enable the second 
harm, the unwarranted legitimisation of privacy-threatening technology.

4.2.2 � Argument 2. Value Manipulation in the “Moral Augmentation” of CI

As was argued elsewhere (Rule, 2019), the CI’s moral evaluation is also facing 
important problems. As described by Nissenbaum, the core of the moral augmen-
tation is set around the values of a context. While Nissenbaum asserts that these 
values are identifiable, Rule argues that this is rarely the case. For instance, Nis-
senbaum states that the prevailing values of the U.S. health care system include 

13  I borrowed the term ‘genuine’ violation from van de Poel (2022a).
14  This argument is also valid for the problem of the prevailing norm.
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alleviating physical suffering, curing illness, and promoting the health of individu-
als as well as collectives (Nissenbaum, 2010, 134). However, especially in the U.S. 
where the health care system is based for the most part on a free market model, 
one could look at the way the health care system is structured and argue that the 
dominant values are capitalist ones, such as the efficiency of diagnosis, acceleration 
of the speed at which various drugs and treatments reach the market, and promo-
tion of communication between different branches such as pharmacists and doctors. 
One could make a compelling argument around the claim that these values are the 
ones dominating and structuring the U.S. health care context rather than the ones 
identified by Nissenbaum. Hence, because the moral evaluation is grounded on the 
interpretation of thick concepts such as the values of a given context, the chances 
of arriving at a consensual outcome are very low, almost impossible (Rule, 2019, 
270). As Rule states, the authoritative guidance presupposed by the moral augmen-
tation of the CI heuristic implies a “transition from empirical knowledge of social 
conditions as they are, to normative directions for social practice as it ought to be” 
(Rule, 2019, 263).15 This transition is difficult and subject to being the victim of a 
multiplicity of conflicting interpretations and judgments. Thus, Rule concludes that 
the normative evaluation based on the prevailing values of a context is “more likely 
to come in the form of gambits for “friendly persuasion”, than revelations of unique 
“right answers”” (Rule, 2019, 277). This means that the normative evaluation is as 
much susceptible to manipulation as the choice of the entrenched context and the 
choice of the prevailing norm. Rule therefore stresses the normative fragility of the 
methodology of evaluation, which, when scrutinized, is revealed to be ultimately 
guided by the moral and political worldviews of individuals rather than by an objec-
tive ‘Truth’ that would be collectively endorsed (Rule, 2019).

4.3 � Technology‑Induced Value Change

Putting the first two arguments aside, I will now focus on the reasons that prevent CI 
from analysing SDTs. The core of the argument is that SDTs force a value change 
that provokes the emergence of a new state of affairs, which falls beyond CI’s scope.

CI’s Walzerian rationale is grounded in the idea that contexts are teleological, 
with norms and values both in a co-constitutive relationship with their respective 
context (Nissenbaum, 2010, 134, 141, 180). This is crucial for CI as it makes it pos-
sible to base the integrity of the context (and violations of informational privacy) on 
the respect of the information flow along the prevailing norm and in accordance with 
the dominant values of a given context. The prevailing norms and values’ legitimacy 
is rooted in the way social norms and collective values are created. They are the 
product of cultural, historical and geographical evolutions that best serve the inter-
ests of the context in terms of its goals, purposes and ends (Nissenbaum, 2010, 3, 

15  It should also be noted that, in general, Nissenbaum seems to be identifying the values of a context 
“as it ought to be” rather than the values of a context “as it is”, but it is not clear from the CI heuristic 
alone how we should choose the values of a context – i.e., values that are prevailing in the context or 
values that should prevail.
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141, 180).For instance, in the U.S. educational context, they are defined by Nissen-
baum as “transmitting knowledge”, “know-how”, and “imparting training”, in the 
health care context, they are defined as “alleviating physical suffering”, “curing ill-
ness”, “promoting the health of individuals as well as collectives”, and in the library 
context, they are defined as the “edification of citizens through untrammelled access 
to books” and “unconstrained intellectual exploration”.16 Thus, the use of contextual 
values as an evaluative tool to analyse a new technology is superimposed on the 
prima facie evaluation by context-relative informational norms but is not independ-
ent of it.17 Informational norms and values are interrelated because informational 
norms represent the dominating values of a given context.18

Hence, in theory, a new technology is evaluated against (1) the prevailing infor-
mational norms and (2) the values that are at play in a given context. If the new 
technology departs from the entrenched norms, it is flagged as a prima facie viola-
tion, but can still be rescued by the normative part of the analysis if it shows that it 
respects and promotes the values of the context: thus respecting its integrity.

However, some technology, such as SDTs fall beyond CI’s evaluation scope. 
They fall beyond because CI can only evaluate technologies based on entrenched 
norms and values in a context, which is what SDTs disrupt. SDTs severely and fun-
damentally disrupt norms, values, expectations, and beliefs (Hopster, 2021), induc-
ing a profound change in the entrenched norms and values of a given context. By 
bringing new opportunities but also new threats, they conflict and mix the hierarchy 
of already-established norms and values, overturning the entrenched guiding ones. 
By doing so, they provoke “indeterminate situations” in Dewey’s sense (Dewey, 
1938, 105–107); situations that are “somehow unsettling, incomplete, or felt as 
unpleasant” (van de Poel & Kudina, 2022, 5). The change in the state of affairs from 
pre-SDT to post-SDT creates an indeterminate situation that is induced by the tech-
nology (van de Poel & Kudina, 2022). It is indeterminate because the entrenched 
guiding norms and values of a context are changed by the technology, while the 
‘new’ ones are still in the making.19 Social norms and values usually take time to 
develop solid roots in a social context (van de Poel, 2022b; Bicchieri et al., 2018; 
Bicchieri et al., 2004). Hence, at the emergence stage, norms and values are fragile, 
ill-defined, and usually subject to a high level of uncertainty with practices, expec-
tations and beliefs not corresponding to one another. The social change provoked 
by SDTs profoundly alters existing norms and values and creates new ones. In this 

16  See Nissenbaum 2010, specifically pp.134 and 183.
17  Nissenbaum also mentioned some moral and political values, that seem to be overarching, more gen-
eral values, such as “justice”, “fairness”, “autonomy”, “freedom”, “equality”, etc. From my understand-
ing, these values can help us guide the normative analysis in terms of the salience of potential problems 
posed by the new technology, but they always need to be adapted and modified to be relevant in the 
context under evaluation.
18  “Understanding the ways that norms of information flows relate to values, ends, and purposes of 
social contexts is crucial to judgments of whether novel flows are acceptable, and if not, constitute rea-
sons for resisting change and weighing in favor of entrenched norms” (Nissenbaum, 2010, 228).
19  See van de Poel & Kudina (2022) for a detailed explanation of technology-induced value change 
based on Dewey’s understanding of values.
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newly created context (i.e., context post-disruption of SDTs), the norms and values 
are at the emergence stage, meaning that they are far from well-known and collec-
tively endorsed. In this disruption of the status quo, where the prevailing norms and 
values have not yet been determined, the ‘new’ context (i.e., post-SDT context) has 
been without entrenched norms and values for some time. In this stage (i.e., before 
or at the initial moment of application of the technology), neither the changes nor 
the ‘final’ outcome can be determined using CI. This annihilates the possibility of 
grounding any normative appeal on the entrenched norms and values in the post-
SDT context, at least for a while, given that it takes some time for new norms and 
values to establish themselves.

Only retrospective CI analysis might be able to analyse SDTs. This is so because 
the framework requires the technology to be evaluated against the backdrop of a 
robust, structured social setting (i.e., context). This state of affairs is not attainable 
with SDTs – otherwise, the technology would not cause a ‘social disruption’ in the 
sense established above. As seen in Sect. 3, CI can also not rely on another, similar 
context for its analysis either, as this would force it to go against its own justification 
of its rationale. Without entrenched norms and values to rely on in the new context, 
and without the possibility of relying on the entrenched norms and values of a simi-
lar context, CI is left with no tools to assess the privacy impact of SDTs before or at 
the time of their application.

In sum, in the case of SDTs, the informational norms at play in the ‘new’ context 
(context post-disruption) are new and ill-defined. For this reason, they do not have 
the same legitimacy as the “entrenched” norms and should not be used for the CI 
evaluation. Thus, the comparison requirement is impossible to fulfil in those types 
of cases because no practice preceded the SDT in the new context, as the new con-
text was induced by the technology itself. The disruption has also caused serious 
changes in the set of dominant values. Hence, the established hierarchy of values 
in the context is shaken and the values to be respected and promoted are changed, 
rendering the moral analysis null. Therefore, the emergence of a new state of affairs 
– provoked by the SDTs – falls beyond CI’s scope of evaluation. Pursuing the 
evaluation as it is would, in the case of SDTs, lead to an abusive use of CI, where 
the analysis would be illegitimately based on two different contexts and where no 
entrenched norms from the context of the new practice would be used. In my view, 
this would be a misuse of the framework, with serious implications, including the 
possible failure to identify privacy violations and the use of the framework as a tool 
to justify and legitimise privacy-threatening technologies.

4.3.1 � Implications for Defenders of CI

This has some implications for the future use of CI. First, it seems that a change in 
the heuristic is necessary, namely the incorporation of an extra criterion prohibiting 
the possibility of using two different contexts to evaluate a new technology. This 
would by itself narrow down the types of technology that CI can evaluate and would 
thus make sure that the new technology is evaluated by the norms pertaining to the 
context at play. To include this new criterion, proponents of CI could add the iden-
tification of context as an overarching parameter in the analysis. As an overarching 
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parameter, the context could not change itself, leaving the changes only possible for 
the three remaining key parameters (i.e., attribute, transmission principle, and actor). 
This would compel a comparison of ‘established’ and ‘new’ practices in the same 
context and would narrow the scope of CI while not affecting the decision heuristic 
process for other types of technology. In that sense, it may be that sometimes, it is 
not possible to use CI to evaluate a new technology. Moreover, this would also help 
to avoid potential harm created by the change in context (i.e., the problem of invalid 
comparison). However, these harms would still be attainable through the choice of 
the prevailing norm in a given context (i.e., the problem of the prevailing norm).

Another important point for the future use of CI relates to a potential limitation 
of the critique I propose in this paper, and more specifically to the identification 
of a technology as an SDT. Indeed, it may prove to be a hasty task to determine 
whether or not an emergent technology is an SDT. Although some frameworks have 
been developed to categorise new technologies as SDTs, they remain rather vague in 
terms of their identification criteria (see Hopster, 2021). As there is no clear ‘thresh-
old’ proposed in this paper as to when values and norms should or should not be 
considered sufficiently disrupted by a technology for it to be considered an SDT, this 
may lead to situations where it is unclear whether CI can be used or not.

5 � Conclusion

CI is presented as a tool that can help evaluate sociotechnical devices and systems, 
and in particular those that provoke radical or disruptive changes in the fabric of 
social life as they are the most susceptible to cause protest and indignation (Nissen-
baum, 2010, 5). Hence, CI seems to be an ideal choice to evaluate the privacy issues 
of SDTs. However, closer inspection demonstrated that this is not the case. I have 
argued that CI cannot evaluate technologies that severely disrupt the social norms 
and values of a given context, putting at risk individuals’ privacy claims when doing 
so. I made the case that SDTs cause such disruption and, therefore, should be con-
sidered beyond CI’s reach.

As the two breaking points in the descriptive part of the CI heuristic and the 
problem of values in the normative part have shown, CI is subject to important pit-
falls that should be kept in mind when using it. Moreover, in the case of SDTs, the 
predictive capability of CI is severely undermined by the induced change in norms 
and values that these kinds of technology provoke.20 Thus, CI cannot guide us in 
resolving the new trade-offs created by this shift in norms and values because this 
change does not immediately lead to a stable and clear situation but rather to an 
indeterminate situation (i.e., high uncertainty).

Even though I believe that proponents of CI (as well as many philosophers of 
technology) are right to pressure us to acknowledge the importance of contexts 
when assessing the use of new technology – as social settings can provide us with 

20  This is not to say that the influence is one-sided, as technology and societal values are mutually influ-
enced by one another (van de Poel, 2020; Swierstra, 2013).
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reasonable justifications on whether we want to disclose personal information – I 
think they would be wrong to present CI as the optimal choice to assess privacy vio-
lations of any sociotechnical devices or systems. Government regulations, private 
companies’ privacy policies, and developers of new technology resting their privacy 
violation assessments on this framework should be aware that its foundation allows 
only for an adequate evaluation of a limited number of technologies. As its scope is 
limited, I conclude that the theoretical promises of CI do not align with real-world 
scenarios in which SDTs exist. SDTs must be subject to a privacy assessment that 
provides an adequate method for measuring the extent of the social disruption they 
cause. Finally, I urge for a more informed use of CI to avoid potentially harmful 
analysis. Users of CI that do not account for these pitfalls will fail to acknowledge 
that the framework allows for carrying out deceptive and misleading analyses that 
may lead to harmful conclusions. The broader aim of this paper is to contribute to 
the advancement of methodological tools for assessing potential privacy violations 
caused by the use of new and emerging technologies, particularly those with socio-
technical dimensions. Future privacy frameworks should aim to meet the challenge 
posed by SDTs, perhaps by integrating insights from social privacy with those from 
technosocial change.
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