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This paper examines social media platforms as spaces fostering their user's self-
transformation. This paper argues that the ethics of (illegitimate) technological influence
can be expanded and enriched with a concept of situated agency and an enactive evaluation
of adaptability afforded by an environment. The paper proposes a taxonomy to evaluate
social media platforms as environments for self-transformation by using the concept of
situated agency and a notion of enactive normativity. Using a situated concept of agency, we
should look into how an agent is afforded or even pushed to undergo transformative
experiences while inhabiting a certain technical environment. To coin this taxonomy, the
types of transformative experiences from Carel and Kid were used to show that one agent
can effectively have four modes of formative agency in any given situation, namely how one
responds to the pressures of an environment. However, since it could be argued that any kind
of adaptation is legitimate since we become who we change into, this taxonomy adds an
explicit normative dimension pertaining to the environment that fosters the agent's trans-
formation of the self: borrowing from the terminology of enactive theories of cognition, how
an environment responds to an agent's adaptation is also important and can make the
difference between a hostile environment and a flourishing-conducive one. The paper shows
how one can apply this taxonomy of formative agency to evaluate some of the most con-
cerning cases of self-transformation triggered by social media platforms: online self-radica-
lisation, habit acquisition, and identity rigidification.
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Introduction: The problem of user self-transformation in a
digital environment

he problem of illegitimate influence over users of digital

platforms has emerged in recent years as a topic of concern

for philosophers and ethicists of technology. Illegitimate
influence occurs when a user interacts with a technical artefact
(an online platform, a smartphone, any algorithmically shaped
interface) and when, because of that interaction, the user’s opi-
nions, emotions or actions are steered in a certain direction
without their noticing or agreeing to this steering (Specker Sul-
livan and Reiner 2021). Technological influence of users occurs
on a spectrum of acceptability, from completely forbidden pro-
cesses, such as in external interference with elections and voting
behaviour (Digital Services Act 2024), to illegitimate cases in
which a technological artefact unconsciously shapes a user’s
values and behaviours, to socially acceptable influences such as in
the case of advertising messages in the public spaces or educa-
tional interventions like nudging or gamification. For a process of
technological influence to count as illegitimate, it should either
undermine the user’s own interests (hence undermining their
autonomy) or be simply indifferent to their interests while pur-
suing the influencer’s own agenda (Klenk 2022). There are many
ethically problematic aspects with illegitimate technological
influence, such as subverting the user’s autonomy, agency and
capacity for reasoning (Specker Sullivan and Reiner 2021; Klenk
2022) or their long-term well-being.

In the ethics of technology concerned with illegitimate influ-
ence, the ongoing quest has been to find the appropriate nor-
mative framework that would allow us to evaluate the legitimate
and illegitimate effects of a digital interface over a human user.
For example, Laura Specker Sullivan and Peter Reiner have
recently proposed a framework to evaluate an online platform’s
persuasive influence in categories such as nudging, manipulation,
deceit, paternalism or maternalism (Specker Sullivan and Reiner
2021). This framework and similar ones focusing on online
manipulation (Klenk 2022) or persuasion (Mitchell and Douglas
2024) are well-suited to assess the short-term influence of a
platform over a user’s beliefs, actions or desires. For something to
count as a successful persuasive influence, it needs to afford a
clear link to an attempt to influence, and it has to be intentional
on the side of the influencer. If I want you to buy product X and I
exert all kinds of influence strategies, the success of my attempts
will be measured by your buying the product X or expressing the
intent to buy X soon. Even when the influence is deemed careless
(as in Michael Klenk’s account of manipulation as a careless
influence - see Klenk, (2022), there is still intent on the part of the
influencers for the target to do something or believe something.
Yet how should one normatively assess the technological influ-
ence when this is not coming from one single actor, but from an
environment that the technology user inhabits over a longer time?

Most cases of illegitimate technological influence found thus
far in the philosophical scholarship are discernible through their
short-term effects: users are influenced either to perform an
action, feel an emotion, or change a belief. If the change happens
without their own intent, we are dealing with a successful attempt
at illegitimate technological influence. However, some types of
technological influence are more difficult to evaluate in terms of
legitimacy, namely those influences taking place slowly over a
longer period of time and when technology constitutes an
environment for the user. There is, however a long-term, more
insidious indirect influence of technology use that such frame-
works cannot capture because one usually assumes intent from
the platform side. Most of us live in technologically shaped
environments, which fundamentally shape how we experience the
world around us: from smart cities to smart homes, to wearable
devices, to platforms we access to socialise or consume content:
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social networking platforms, entertainment, news and streaming
services. These apps, platforms and devices constitute a techno-
logical ecosystem we seamlessly inhabit to such an extent that we
cannot separate the technological from the “natural” in our lives
anymore, as our lives are increasingly happening in the online
realm (Floridi 2015, p. 2). Considering the existing concerns with
illegitimate technological influence, two tricky issues emerge
when this influence is experienced as environmental: first, all
environments influence their inhabitants; simply put, it is
impossible to live in an environment habitually and not be
influenced by it in some way, and, secondly, that environmental
influences happen in the long run, through minute changes, thus
making the normative evaluation of these influences difficult to
operationalise.

The transformative potential that a technological environment
has for its users has not been researched thus far in the ethics of
technology, albeit there have been recent calls to research this
phenomenon in more depth from other disciplines, such as
communications sciences (Walther & Lew, 2022). The scholar-
ship on ethics of (digital) technologies has mainly focused on the
more spectacular cases of change or those that are discernible
over a short period. Except for those researching neuro-
technologies (Boer et al. 2021) or self-tracking apps (Wieczorek
et al. 2022), philosophers and ethicists of technology have yet to
examine how the long-term use of technology transforms users.
Self-transformation is a continuous process we all undergo, pre-
sumably never-ending, usually experienced through minute
changes that are difficult to trace (Westley et al. 2013). For a
definition of self-transformations in a digital environment, we can
turn to a recent definition of this phenomenon as “a change in
individuals® self-concepts, personalities, or specific attitudes and
behaviors pertaining to individuals’ own attributions about
themselves” (Walther and Lew 2022, p. 135). This means that the
personality or character traits of a technology user need not
actually change, if their perception of the self changes, this should
count as a self-transformation. How should we assess such a
technologically induced transformation from an ethical perspec-
tive? Could we embrace who we have become because the
environment pushed us into a certain kind of transformation with
the same resignation that we would embrace an accident? This is
the ethical problem of environmentally triggered incremental self-
transformation.

The self and the transformative environment. Some
conceptual distinctions

Debates on what gives identity to a human self have a long history
in philosophy (Tobia 2022), spanning almost millennia. In the
last decades, technology has started to appear in these debates, for
example, in theories of the extended self. Such theories hold that
the self is extended through tools and artefacts (Heersmink,
2020), implying that “the boundaries of selves are fluid, shifting
across biological, artifactual, and sociocultural structures”
(Heersmink, 2020, p. 10) or that the self can be seen as a net-
worked set of traits, “a temporal, changeable network of accu-
mulating traits” (Wallace 2019, p. 1), which can also be
understood as an environmentally triggered accumulation of
embodied experiences that tacitly “sediment” (Colombetti and
Bogota 2024, p. 1) like layers of sand on the bed of a river. While
the ontology of the self varies in recent theories (from extended
self to relational, networked selves, to embodied sedimentation),
what is similar across these theories is the idea that the human
self is not individually contained in one’s body and brain; rather,
the self gets shaped by the world which becomes an important
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part of the self. Following this idea of the self as extended and
distributed into the world, it makes little sense to say that the
environments in which we find ourselves “influence” or shape us;
rather, these environments constitute our selves. Extended
notions of the self challenge the idea of an illegitimate influence
from the outside of the self since the ‘outside’ becomes rather
fuzzy and porous. Especially when technology is the environment
in which the self unfolds and is constantly immersed, the notion
of illegitimate influence on the self needs urgent reconceptuali-
sation. We need a less dualistic notion of self versus the world to
account for how the world shapes us and to be able to say when
this interference is illegitimate.

Transformations of the self. What kinds of self-transformation
can a person undergo in a lifetime? The distinction between
transformative and regular changes of the self is useful here, as
introduced by Laurie Ann Paul through the concept of “trans-
formative experience” in current philosophical debates. Trans-
formative experiences are those that a human undergoes and
radically change who one is, specifically changes in one’s prio-
rities and values, for example, becoming a parent, changing
professional paths or becoming a vampire (Paul 2014). The
philosophical argument advanced by Laurie Ann Paul was that
one could not rationally choose to undergo such a transformative
experience since a rational decision is based on a weighing of
costs and benefits based on one’s priorities and values at the
moment of decision. Assuming that the transformative experi-
ence will change the criteria that make such a choice rational for
one person, the choice to undergo a transformative experience
catapults oneself into becoming someone else and hence cannot
be called rational or a-rational. Relevant to this paper is an
argument that occurred in this still ongoing debate surrounding
the transformative experience: Carel and Kid pointed out that
most of the transformative experiences one undergoes are not
happening by choice (2020, p. 205) rather, these experiences are
imposed upon us by others intentionally or accidentally, hence we
do not have that much agency in undergoing these. Experiences
such as going to prison, fighting in a war, or surviving a traumatic
event such as a stroke or an earthquake are just as transformative
as deciding to become a parent. In addition to expanding the
concept of transformative experience to account for the negative
experiences that are beyond one’s control, Carel and Kid also
make room for incremental, small experiences that will sum up to
a transformed self: transformative experiences “can also be
mundane, unchosen, nonvoluntary or involuntary, and small”
(Carel & Kidd, 2020, p. 210). Even daily experiences accumulated
over time should count as transformative experiences if, after a
while, we find ourselves significantly changed.

Based on Carel and Kid’s observation that transformative
experiences can happen incrementally and slowly over time
(2020), this raises a novel problem about the normative
evaluation of the environments that trigger such experiences.
When an experience happens accidentally, such as a traumatic
one, we have no choice but to accept it and live with the new self
we have become. However, when a transformative experience
happens because we immerse ourselves in an environment
frequently, then we should share some of the responsibility for
this transformation. Still, if the environment that triggers this
transformation over time is designed and curated to trigger such
changes, then some responsibility should be taken by those who
enabled that environment. From the smart homes we live in to
the smartphones that we use daily to the social media platforms
that we spend our time on, our lives are immersed in
technological environments that are designed by others to fulfil
certain functions. Nevertheless, can such environments also

transform who we are? The current technological environments
should also be evaluated for their transformative potential as
visible over a longer time.

Environmentally triggered transformations fall outside the
normative frameworks for assessing illegitimate technological
influences. By contrast to manipulation, persuasion or coercion,
in environmentally triggered transformations over a long time, one
cannot meaningfully attribute intent to the technological environ-
ment since multiple influences converge in a way that cannot be
traced back to any single actor or group. I will designate such cases
with the term synergistic influence to designate the cases in which a
user is influenced to do or change something but without clear
intent from another actor and any clear benefits for someone else.
Such technological environments of synergistic influence are found
whenever a user interacts with a complex system (a platform, a
search engine, an algorithm) via a digital interface, usually over a
longer period of time. In this paper, I will focus primarily on the
synergistic influence of a technological environment over the user’s
self-transformation, aiming to provide some ways of normatively
assessing when this influence is acceptable and when it becomes
harmful or pathological.

Formative agency as a type of situated agency. This paper aims
to arrive at some normative criteria to allow the distinction
between the illegitimate and legitimate influences of a technolo-
gical environment on the users’ selves. The second aim is to apply
this framework to the case of user self-transformation as medi-
ated by social media platforms. Arriving at this normative fra-
mework to evaluate the effects of an environment on its
inhabitants implies finding a way of assessing when a transfor-
mation of the self is pathological, when it is beneficial to the
agent, and when it is neither of the two extremes. Any change of
self leads to a new self, be it a transformative change experiences
as a rupture, or an incremental accumulation of change over time.
From the perspective of the individual undergoing the change of
the self, we are who we become and there is no vantage point
outside the agent from which to designate the new self as alien or
authentic, desirable or undesirable. To say that a transformation
of the self is pathological or conducive to flourishing, we need to
keep the reference point grounded in the agent while also giving
them the space to change in whatever way they seem fit.

I propose to take the concept of agency in one’s self-formation
as the crucial point that helps us flesh out when change is
desirable or not. The main question with technological influence
is how we can discern between environments that put pressure on
us to transform yet maintain our agency in self-formation to
some extent, and those that are depriving us of the agency in self-
transformation. We need a concept of agency to account for these
synergistically and environmentally triggered changes of the self.
The concept of situated agency (Desmond and Huneman 2022)
appears useful for the purposes of this normative analysis.
Situated agency is somewhat different from the classical concept
of agency, which would emphasise an individual’s autonomy in
deciding what to do, usually understood as independence from
their environment. In a classical view of agency (Dung 2024, pp.
3-8), there are several conditions for someone to have agency: X
has agency in regard to A if X autonomously decided to do A, if
they achieved A efficaciously (they were able to trigger the change
and were not reliant on another agent to initiate it), they aimed to
do A with a goal in mind (intentionality and goal-directedness),
and A was planned for (Dung 2024, pp. 3-8). Classical concepts of
agency tend to focus on short-term actions: agent X wants to do
action A, and then they perform it in a limited time window. By
contrast, a situated account of agency will emphasise how much
of the actions are shaped as a response to the environment in
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which the agent finds themselves, namely how agents respond to
environmental pressures and adapt in such a way that they still
pursue their goals (Desmond and Huneman 2022, p. 1).

With situated agency, what matters is that agents are always
constrained in their range of responses by the environment they
inhabit, but their environment does not determine them, they are
still agentic in how they respond to the environmental cues: “people
might be situated agents rather than autonomous agents, but they
are nonetheless agents. They can innovate, adopt novel beliefs, and
perform novel actions against the background of contexts that
influence them” (Bevir 2017, p. 53). Even if an environment shapes
the actions of the agents acting in it, we are dealing with situated
agency because these actions stem from the agent having their own
goals. Furthermore, the style of adapting to environmental pressures
is also personal to that agent. In a competition, one may cave under
pressure to perform, while someone else may thrive; both
competitors are agentic in coping with this pressure. However,
when an environment predictably gives rise to similar reactions for a
variety of agents, then we can say something about the environment
itself. If the responses accumulate over time into changes that lead to
self-transformation, we are dealing with an environment conducive
to self-transformation reliably and predictably.

In order to evaluate SMPs as environments fostering user self-
transformation, I propose to take situated agency as the core
dimension and see then which types of agency are afforded by
online environments. I will flesh out a more specific concept of
situated agency, namely that of formative agency. The concept of
formative agency captures the idea that we still have agency in how
we transform ourselves, even when the changing experiences are
unplanned or unwanted. Having agency in one’s self-transformation
can be distinguished by looking at the four main ways in which
people change who they are throughout their lives: through
voluntary decisions (Paul 2014), nonvoluntary experiences happen-
ing to them (Carel and Kid 2020), and through slow incremental
changes (which can also be divided into voluntary and nonvolun-
tary) such as picking up habits (Carlisle 2014). If there are four ways
of undergoing a transformation of the self, then we should also
distinguish between four kinds of agency in self-transformation:

A. The transformative voluntary decisions give rise to the
agency of having the option to make a decision (agency in
deciding);

B. transformative nonvoluntary events - the agency lies in
coping or adapting to the event in a way that is consistent
with one’s values and life-goals (agency in coping);

C. habitual voluntary micro-experiences - the agency lies here
in deciding to pick up that habit (agency in habit-
formation);

D. habitual nonvoluntary micro-experiences - the agency is
expressed in coping/adaptation to the unwanted habits and
making sense of them (agency in coping).

Formative agency can be thus split into four distinctive modes:
agency to decide, agency to cope with external events, agency to form
habits, and agency to cope with unwanted habits. This four-fold
taxonomy of formative agency allows us to describe and evaluate the
kinds of (technical) environments that foster self-transformation.

This taxonomy of formative agency will be further refined in
the next section when we look at aspects of the self that can be
affected by transformative experiences. For now, I will use it to
classify the kinds of transformative experiences that regular users
of SMPs can undergo.

Formative agency afforded by a socio-technical environment
Concerning the first two types of transformations of the self (A and
B), both can be reliably shown to happen on online platforms.

4

Transformative voluntary decisions can happen in an online
environment, like in any other offline social environment. There is
nothing special about SMPs as spaces for voluntary transformative
decisions than other social spaces except for the exposure to a wider
public and global audience. Someone can use the affordances of
social media to deliberately trigger a transformative experience, for
example, by calling out a public figure and testifying about previous
harassment or by starting an activist movement online. Non-
voluntary experiences can also happen on SMPs, by undergoing
social experiences with traumatic effects, such as becoming viral or
being cancelled online, which facilitates becoming the target of
sudden storms of hate or of moral outrage suddenly directed at
one’s user profile. Waves of outrage online can be experienced as
highly traumatic and hard to defend against or prevent (Sawaoka
and Monin 2018), with some people having killed themselves fol-
lowing this kind of online harassment (Cocking and van den Hoven
2018). There are also online nonvoluntary transformative experi-
ences that can lead to flourishing and self-discovery, and some can
be fostered through deliberate design choices such as designing
emotional affordances - ie. affordances for emotional experiences
that destabilise the self (Gaggioli, 2015) by adding exposure to
serendipitous information through design or by creating possibi-
lities for users’ own self-experimentation online (Napolitano, 2013).
Seeking exposure to intentional serendipitous information is agentic
(Copeland 2022), hence in line with the idea of self-induced
transformative experiences.

The other two types (C and D) of self-transformation can also be
easily documented on social media platforms. Online habits have
been studied in depth; however, it is hard to assess how voluntary
the picking up of these habits is and how suggestible users are to
picking up new habits online. Negative examples of habitual online
self-transformation are the users’ declining of mental health and
well-being, with cases of eating disorders and self-harm frequently
attributed - to some extent - to the heavy social media usage (albeit
what kind of usage matters quite a lot, see for example an argument
made by Osler and Krueger 2022). In these cases, we can speak of
an environmental push towards nonvoluntary habits, however,
there is little to no discussion of the agents’ adaptation and coping
to these online self-transformations. Concerning the voluntary
habitual self-transformations, some self-tracking devices allow one
to publicise the progress in acquiring a habit, making it visible to
other online users, often to accountability groups online (Wieczorek
et al. 2022) and this is adding a social re-enforcement element to
otherwise a solitary decision. In these cases, the user employs social
support to pick up a desirable habit such as maintaining a healthy
diet, a fitness regime, or ditching an addiction. SMPs act as scaffolds
that make the desired habit much easier to acquire due to the
increased support and social accountability. The formative agency
of the user lies here in choosing to ask for the other’s support and
following through with this commitment.

For all four cases of transformative experiences, SMPs can
easily enable self-transformations for their users, be those
voluntary or nonvoluntary, just as in any other offline social
environment. This is not yet enough to say what kinds of
environments for self-transformations are SMPs and, hence, to
evaluate them normatively as hostile or beneficial, because I have
not yet established how much formative agency online users
actually have. We need a more precise account of the dimensions
of the self that are amenable to change through online transfor-
mative experiences. This is the aim of the next section: fleshing
out this taxonomy of formative agency in more detail.

An enactive notion of normativity for the changing self.
Enactivism belongs to the 4E family of situated cognition theories,
and it distinguishes itself by rejecting the Cartesian duality of
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mind-body and instead focusing on the interaction as a concept
that shows the mark of cognition: “the human mind arises as an
emergent phenomenon from the dynamic interplay between
brain, body, and environment” (Van Balen 2025, p. 4). For
enactive theorists like Thompson and Varela, it is a mistake to call
only humans smart or intelligent since any organism that pursues
its goals is showing cognition, including a swarm of bacteria going
towards a sugar crystal (Varela et al. 2016). Enactivism does not
discern between higher and lower cognitive processes, all adap-
tation of an agent to its environment is “smart” and the mark of
cognition. From an enactive perspective, adaptation is the mark of
agency of an organism: “Because living systems are adaptive, they
must also be regarded as agents ... Not only, given their auton-
omous organisation, living systems define their own identity over
and against their environment.” (Bogota 2024, p. 4) It is precisely
in how an organism adapts to its environment that one sees its
agency and, we might add, its identity. In an enactive conception,
self-identity is given by how an organism interacts with others and
its environment: “The enactive approach holds that biological and
mental phenomena are continuous, which means that it char-
acterizes the identity of cognitive beings by similar principles and
concepts as the identity of living beings” (Kyselo 2014, p. 2). The
enactive approach, grounded in interaction and in identity as
adaptation is useful for selecting the extreme ends of a normative
spectrum, between the pathological and the flourishing.

Any environment in which an agent acts needs to allow for
some degree of the agent’s adaptation, otherwise, it should be
considered toxic. What modes of adaptation are then possible?
Right from the start, three distinctive modes become discernible:
when an environment does not allow the agent to adapt when the
environment poses no resistance to the agent (hence, no
adaptation is needed), and when the environment poses enough
resistance to demand adaptation from the agent. To summarise,
the potential for self-transformation of a user situated in an
environment can be placed on a spectrum between flourishing
(understood here as developing one’s potential or capabilities to
the maximum extent allowed by the environment), and
pathological rigidity at one end (a non-changing self that hinders
one’s adaptation to a changing environment), and on the other
end, pathological flexibility of the environment (when the
environment poses no resistance to the self, it requires no
adaptation). In addition, on the side of the agent there needs to be
also some kind of resistance to the environment, without falling
into rigidity. When someone is too influenced by their
environment and changes who they are based on cues from the
environment, they will develop an unstable identity. This would
be pathological flexibility because the self-identity has no time to
coalesce into a narrative of the self, as it keeps changing.

We all fall somewhere on a spectrum of self-change: some of us
consider our identity to be fixed once we become grown-ups, and
we carry the same self-narrative throughout the years in all
environments we circulate, while others are more on the flexible
end and do respond to the changes in their social environment,
changing their self-narrative as they age and gather more
experiences. The spectrum is used to illustrate only what counts
as pathological and hence to be avoided, namely the two ends:
rigidity and over-suggestibility of the subject, and the same holds
for the environment: overly rigid and overly loose. The normative
evaluation of the environment needs to happen between these
two poles of rigidity and looseness.

Any environment proper for self-formation must open up
sufficient possibilities for self-formation through adaptation, such
that none of these emerges as necessary, and, at every point in time,
the agent has at least two options for coping with the situation.
When only one option is visible from the individual’s point of view,
it appears quasi-necessary. For example, when someone is

imprisoned, their perceptions of possible futures are constrained
by their release date. Life is supposed to start after they get out of
prison, which is not usually seen as a space of possibilities, given the
constraints and the repetitive nature of activities going on in prison.
This makes them insensitive to how they change while being in
prison and perhaps less able to be agentic about this change. Thus,
while any social environment affords coping and adaptation, hence
situated agency, the prison is a particularly restrictive environment
for formative agency. In such restrictive environments, one is
usually focused on survival and less prone to transform oneself in
ways that would lead to one’s flourishing.

If an environment presents the agent with too many options for
becoming someone else, one can postpone deciding and choosing a
course of action. This seems to be the case with social media, which
makes it an environment that is disruptive to self-transformation
in a unique way. SMPs allow us to manipulate our public persona
and how we are perceived by others by performing various
identities online (Shin et al. 2009; Erden 2016, p. 3). If we can
perform various selves under the guise of profiles and fake online
identities, we may believe we are those fake selves. If one of the
selves we perform online does not turn out as expected, meaning
that it does not gather the desired reactions, one can always decide
to pursue another path. We can be trapped in a realm of fantasy
with so many possible futures. We can refuse to exercise our
formative agency right now and postpone the decision of who we
want to become so that we never extinguish a possibility. The fear
of choice is the fear of extinguishing possible futures by choosing
only one. Lost in fantasy, we can already think we made that choice
and are already who we want to be. If we find the right audience
online, one can be seen as a famous writer, a truth-seeker, a social
justice warrior, an activist, or an organiser of social rebellion. If the
right social media bubble is found, others can perform and validate
any identity with no discernible friction from the outside world.

Using the conceptual distinctions made thus far, I propose the
following taxonomy as way to classify and evaluate any techno-
social environment for its transformative potential. Every
environment can be charted across two major dimensions: the
kind of formative agency it affords, and the flexibility to
adaptation an agent’s adaptation. The following table illustrates
these dimensions, amounting to a 2D conceptual space:

Formative
agency modes

Adaptability afforded by the
environment

X. Loose environment - No resistance to
any assertion of the self
Y. Rigid environment - resistance to self

A. Voluntary
decision making
B. Nonvoluntary

events change
C. Voluntary habit Z. Flexible environment
formation

D. Nonvoluntary habit acquiring

In the next section, I will use this framework to illustrate the
few known cases of self-transformation on social media and
online platforms in general, aiming to show how we can evaluate
SMPs as transformative environments after all.

Social Media Platforms as transformative environments

To evaluate how the human self changes through the usage of a
techno-social environment such as SMPs, we need some oper-
ationalisation of the notion of the self, namely to understand what
actually changes. In an enactive understanding, the self-identity of
an agent is constituted by “self-generated, self-determined pre-
carious networks” (Kyselo 2014, p. 2), or what has been called a
network of patterns of interactions, the patterned-self, a theory
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coined by Gallagher and Daly (2018). This theory depicts the self
as a dynamic set of patterned interactions between several
dimensions of the self, none of which is sufficient to define the
self on its own. Gallagher and Daly describe the self “in terms of
such dynamical neural and narrative processes, [a]s not a fixed
entity but ... rather an ongoing production which brings a real
but contingent coherence to an evolving (or in some cases,
devolving) stream of sensations, thoughts, emotions, desires,
memories, and anticipations.” (Gallagher and Daly 2018, p. 1).
These dimensions of the self include the moral self (our norms
and values), the embodied self, past experiences, social interac-
tions and social capacities, affective components, narrative
capacities, reflective capacities, and extensions of the self. The gist
of this theory is that neither dimension of the self is sufficient to
give someone a stable identity, but some of these dimensions need
to happen minimally in one person: “minimal embodied, minimal
experiential, affective, intersubjective, psychological/cognitive,
narrative, extended, and situated” (Kyselo 2014, p. 1).

Technically, all of the self dimensions could change after
interacting enough in a social environment, but in the case of
social media, which consists mostly of “virtual” interaction, it is
hard to imagine how it could change our embodied dimension of
the self, and also the cognitive and psychological traits, which
seem to be long-lasting traits one grows into. Thus, among these
dimensions of the patterned self that can change while being an
online user, we should focus mostly on the behavioural aspects,
specifically the habits which build the character of a person, the
reflective capacities (which allow one to compare one’s long-term
goals with current actions and steer one’s behaviour), the nar-
rative capacities, the normative factors (the values and norms one
is committed to), and the technological extensions of the self.

I have already touched on habit formation (included in C and D
types of self-transformation), which is also one of the most studied
effects of SMP usage. Habits can be picked up voluntarily and non-
voluntarily online, and UX designers can deliberately design for
habit formation. Meanwhile, the other two aspects of the self have
been less discussed thus far. Similarly, significant past experiences
that can alter the self are the traumatic ones or the ones conducive
to sudden overwhelming positive outcomes (winning a prize,
becoming a revered influencer, etc.) - and these are included in all
the modes of self-transformation, particularly in A and B. The
interesting cases that remain to be fleshed out are the remaining
ones: 1) the social relations, 2) normative aspects, 3) reflective
capacities, 4) narrative capacities, and 5) the extensions of the self.
Using Gallagher and Daly’s dimensions of the self (2018), the most
relevant self dimensions that could change are one’s behaviours
(habits), experiences, social relations, normative aspects, reflective
capacities, narrative capacities, and the extensions of the self.

1) Social relations. Any social environment in which we are
immersed has the capacity to alter our selves and our self-
understandings because we encounter others. Social relations are
very strong predictors of the capacity to change. The first changes of
the self we undergo as infants through the relations with our families;
then the educational institutions have a strong effect on our selves.
One would think that grown-ups are not that changeable anymore,
but there is still identity and self-change, most notably through the
social relations one enters in the workplace or one’s friends. Online,
we are members of groups and communities that stress a certain
aspect of our social selves (the membership aspect) and, if we
become dependent on these online groups for validation or mean-
ingful socialisation, these have the capacity to change who we think
we are. One of the most devastating forms of self-change happens
when users radicalise by becoming members of online groups that
encourage them to identify with certain beliefs and actions.

2) Normative aspects. The normative aspects that define oneself
and are amenable to change are the values and the norms one
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subscribes to, as well as one’s moral worldviews. To what extent do
one’s values and norms change as one uses online social platforms?
Most research has been done on belief change and influence, on
nudging (Specker Sullivan and Reiner, 2021) and online manipula-
tion (Klenk 2022). There is still very little research on online con-
versions, except for self-radicalisation (Alfano et al. 2018) or value
change fostered by online interactions (Steinert 2021; Friedrich et al.
2022). Still, if an online environment manages to change the values
and norms we ascribe to, this would be a transformative change.

3) Reflective capacities. The reflective capacities help us compare
our current selves with our long-term goals and values. If we are
disconnected between the desired long-term self and the current self,
reflecting on this disconnection should launch us into some cor-
rective action (see also Aydin 2021). Without these reflective
capacities, we only have short-term agency and lack the planning
dimension, which is core to human agency. Do SMPs foster or
sabotage reflective capacities? Insofar as these platforms are designed
for maximising user engagement by triggering short-term reactions,
the online social platforms seem to be mainly hostile to inducing
reflection, as others have argued (Voinea et al. 2020; Bentvelzen
et al. 2022; Lutzke et al. 2019). SMPs seem to promote a short-term
focus of their users on the here and now and disconnect their users
from their long-term goals and values and thus from their desired
selves. This means that SMPs are disruptive to the formative agency
of users in their voluntary form insofar as these platforms disrupt
self-reflection and critical thinking (Steinert et al. 2022). Further
research of an empirical nature is needed to clarify to what extent
capacities for self-reflection are hindered online and in what ways.

4) Narrative capacities. While for Gallagher and Daly (2018), the
narrative capacity is one of the components that make the self,
according to Muriel Leuenberger (2024, p. 3-4), the self-narration is
the process that manages to integrate the disparate shards of the self
into one coherent narrative, using the self-patterns and their dynamic
interaction to tell a story of who one is. A self-narrative is “a story
telling one’s life events from a personal perspective, reflecting char-
acter traits, goals, and values” (Leuenberger 2024, p. 6). Self-narratives
give unity to the self over time and change, explaining its persistence
not by identifying the same features over time but by giving meaning
to changes, even in the most radical changes (Leuenberger 2024, p.
10). Thus, a change in the self-narrative of a user will signal a change
in one’s self-identifying core traits. When transformations of the self
are hard to detect, the agent’s changes in self-narratives can be taken
as a proxy for identity changes, so any experience that changes one’s
self-narrative should be seen as transformative.

5) Technological extensions of the self. Just as our cognition is
extended through various devices and prostheses we may use to
store our memory (Clark and Chalmers 1998), it is possible to
extend ourselves through the technologies we use. One can think,
for example, of how much one’s smartphone or smartwatch is
part of one’s identity. This is not about using technology
instrumentally to achieve one’s purposes but about how much
that technology is part of our self-identity, for example, if we
build it into our self-narrative. Some people take pride in being
Mac users or iPhone users, and some people use social media to
have an altogether different persona, that of an influencer or of a
comedian, and this dimension of the patterned self needs the
technology to be reliably accessible for the agent, such that the
technology can extend the self. It is at least conceivable that the
self gets extended through social media, especially for people
whose online persona is bigger than their offline identity.

It seems then that SMPs hold the potential to affect sig-
nificantly some of the dimensions of the patterned self that
Gallagher and Daly (2018) conceptualised. On this account, SMPs
should be seen as environments that can lead to self-
transformation. In the remainder of this section, I will use the
taxonomy of self-transformation to evaluate some of the most
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remarkable cases in which SMPs change the selves of their users,
as documented in previous social media scholarship.

Online self-radicalisation (D-X). The most pathological cases of
self-transformation online are those of self-radicalisation, people
joining extremist organisation after consuming enough online
content. The few documented cases of self-radicalization online
(Alfano et al. 2018; Missier 2022; Ledwich and Zaitsev 2020) are
spectacular, but many other smaller changes may go unnoticed and
yet, cuamulatively, may end up with a transformation of who we are.
For example, someone can start a fitness routine because an influ-
encer inspired them, and then, years down the line, they become this
person that all their friends identify as “health obsessed” who cannot
stay late at social events because they plan to go out running the
next morning. Such changes in one’s self-identity through online
interactions (be those with information, with influencers, or online
communities) seem trivial, too small to make a momentary change,
but possibly significant in the long term. On the proposed tax-
onomy, self-radicalisation would fall under the categories of D-X:
users fall into a non-voluntary habit (D) of watching videos fed to
them by the algorithm, and they create fantasy selves in which they
get to save the world from whatever threat that organisation has
focused on (X - loose environments). By watching these videos,
users who self-radicalise form a fantasy self that is not amenable to
feedback at least in the first instance, since this change happens in
isolation, until they move on and actually contact the members of
the organisation they now aspire to be part of.

Unreflective Habit Formation on SMPs (D-Z). Habit formation
on social media has been one of the most studied online phe-
nomena, albeit limited to short-term spans (Hu et al. 2018;
Anderson and Wood 2021). SMPs are the hosts of “one of the most
common - and controversial — forms of habitual behavior in
contemporary society” (Bayer et al. 2022, p. 1). From a behavioural
psychology lens, habits are frequent behaviours that trigger rewards
(Anderson and Wood 2021, p. 85). For example, if the stimulus is
the boredom felt while waiting in line at the supermarket, the
response behaviour is pulling out one’s phone and scrolling
through social media feeds, rewarded by short-term entertainment
(Bayer et al. 2022, p. 1). Checking a social media feed whenever one
has a break can become addictive (van den Eijnden et al. 2016),
and for some people, it interferes with their work or offline rela-
tions. However, the issue at stake here is not whether a habit gained
through SMP usage is beneficial or harmful - which was the main
concern for previous studies - but rather the extent to which these
habits shape user identities and interfere with self-transformation.

The habits that we build deliberately contribute to forming our
self-identity: habits are the building blocks of virtues and habits are
signifiers of personal values (Carlisle 2014; Matthews 2021). Habits
are actions we perform frequently, often without being aware of
them, as these tend to fade into the background after a while. A
habit can be smoking or starting to exercise right after waking up.
Smoking and exercising will say something about the person who
performs them, their values and goals, but what it says depends on
the narrative the subject builds around that habit. A smoker who
assumes their habit as part of their identity might be sending the
message, ‘I do not care about long-term illness down the line; I am
happy to be a smoker now, and this is who I am.” Another smoker
might be saying, “I would like to quit, but I cannot; smoking is my
curse and a sign of weak will”. Two narratives about the same habit
give rise to different narratives of the self as weak-willed or
indifferent to ill health. One cannot disown a habit as easily as one
would do with a physical reflex; smoking or exercising does not
happen to someone; they choose to build it into their routines.
Hence, we can use habits as pointers to aspects of our self-identity.

To say that someone is a smoker, a gambler, or a fitness enthusiast
is to communicate something about their identity.

To what extent can habits acquired on SMPs have a negative effect
on one’s formative agency? Sylvie Delacroix, (2022) suggests this is a
genuine possibility through the term of “habit rigidification” (p.136),
which can occur in online environments because of the platform’s
tendency to optimise for user engagement. When maximising for
user engagement, the information users see is based on “our
machine-readable past” (Delacroix, 2022, p. 136): if we clicked on
pictures of cats shown in our social media feed, more cats will be
shown in the next interactions, under the assumption that whatever
interested us in the past will be interesting again, hence we should see
more of it. Sylvie Delacroix (2022) argues that environments
fostering self-formation need to have embedded structurally several
possibilities of “normative experimentation” (p. 133). However,
normative experimentation does not happen in a vacuum; rather, we
need infrastructures that allow experiments with the self (Jaeggi
2014) and with our values. For this, the infrastructures need to be
designed for serendipitous encounters (Ross and Copeland 2022). In
addition, we need moments in which we become reflectively aware
of the habits we have accumulated down the line through our daily
interactions with these platforms. Such moments of reflective
awareness need to be designed in the user experience, which is
usually meant to be the opposite of reflective, aiming for frictionless
interaction (Bentvelzen et al. 2022), which ultimately leads to the
accumulation of a load of unreflective habits.

The issue at stake is not the emergence of this or that particular
habit for SMP users but the extent to which these habits rigidify
their identity and hinder them from developing new self-identities
by rearranging features of their self-identity. When habits appear
unnoticed in our lives without our endorsement, and then habits
become stuck as labels of who we are, then we are dealing with a
hindering of our formative agency — defined here as the agency to
change one’s identity through self-transformation. Because I am
using a situated concept of agency, formative agency is not
something belonging to the agent alone, it is also afforded to an
extent by the environment one inhabits. Formative agency is made
up of the willingness one has to change and the affordances of the
environment that can lead to that change. I may want to become
an Olympic-level swimmer, but if I live in a place without
swimming pools, my agency to become a swimmer is heavily
limited by environmental constraints. On the other hand, if I do
not want to become a swimmer, the number of pools in my
surroundings will not affect my formative agency in that direction.

Identity rigidification (D-Y). From the three normative dimen-
sions outlined above, it seems that identity rigidification is the most
problematic on social media, as outlined by previous scholars.
Online users perform several identities online (Walther & Lew,
2022), and sometimes this identity can become inescapable, as it
gets rigidified. Digital identity is not a unitary performance of the
authentic self, as there are many layers of interacting with others,
telling narratives of ourselves and getting feedback from others
about the salient features that we managed to get across through
digital communication. Identity is always relational, and digital
identity even more so, as digital interactions “impact[s] on the way
we engage with others and the ways in which we make our voices
heard, hear the voices of others, and how much time we give to
each” (Erden 2016). SMP daily interactions can lead to an identity
rigidification for online users, but this needs to be taken in the
broader context of digital identity being already quite fluid and hard
to pin down to one clear persona.

Sylvie Delacroix, (2022) argued that information monotony
plays a significant part in this rigidification happening online, and
that serendipity is sacrificed to monotony. Spaces for self-

| (2025)12:219 | https://doi.org/10.1057/541599-025-04495-7 7



ARTICLE

experiments need encounters with serendipitous information
(Napolitano, 2013) to change who we are. Intentional serendi-
pitous orientation is agentic (Copeland 2022) and in line with the
ideas of self-induced transformative experiences. Thus, the issue
here is not about the bad luck of falling into unwanted habits or
being trapped in online echo chambers but about having the
courage to experiment with dimensions of the self, which the
environment seems to discourage. On SMPs, most users are
algorithmically profiled by machine-learning algorithms that
prefer our predictable selves to experimental selves that suddenly
stop looking at cats and consuming a kind of political news. The
predictability of who we are is encapsulated in user profiles, and it
will be disturbing for machine-learning algorithms to have such
profiles change.

However, this does not mean that we are actively discouraged
from normative experiments. Despite what Delacroix, (2022), Jaeggi
(2014), and Napolitano (2013) suggest, there is nothing determi-
nistic in being shown a monotonous stream of information online
and then continuing to be the self that consumes and endorses that
information. While habit formation and identity rigidification
through monotonous exposure to the same kind of information are
good clues, we need a more systematic account of this possibility to
transform oneself brought on by an environment.

Online identity rigidification may happen after receiving
socially skewed feedback online. When an online platform
distorts the social feedback from others, it actively fosters skewed
relations. This can happen by entering into relations with certain
people and filtering the kind of feedback we get from them; we
select the kind of image that others reflect back to us. We can
enter one-dimensional relationships (parasocial) with role models
or influencers where there is no feedback, but we imagine that
there is a close relationship there, and we interpret their broadcast
messages as aimed at us (“This video speaks to me!”). We can
associate with certain people and groups and then ignore their
feedback if it is critical. In a real-life situation, it is hard to ignore
the feedback that others give to us since it is addressed to us
directly. If we do something considered harmful by our close
acquaintances, they will signal it to us. But online, our circle of
acquaintances is much larger, and we can dismiss them easily by
deleting their messages, making their posts invisible, reporting
their comments, etc. On SMPs, it is too easy to silence someone
by using the affordances embedded in these platforms for
reporting and blocking. The ultimate form of unwanted self-
transformation is a user’s self-radicalisation while watching
videos online (Alfano et al. 2018). In these cases, the relations
created are parasocial and hence imaginary, yet still strong.

Secondly, when we promote a certain narrative about ourselves
through social media posts by performing a self with certain
values (such as a sustainable lifestyle, minimalist, healthy,
expertise, etc.), this identity tends to become inescapable for the
one performing it online because there are always traces left of
this identity with which the user can be later confronted by others
(“Last year you posted that you were a sustainability advocate,
why do you take plane flights now?”). This is the case with most
influencers who do not have the luxury of being themselves as
changing selves. If I promote myself as an expert in nutrition and
healthy diets through my posts or videos, and if I gain a wide
follower base through this persona, it becomes hard to distance
myself from this identity because I would lose my followers and
the online prestige. Still, this is not impossible since the cases of
apology videos are quite frequent on YouTube, cases when an
influencer is exposed as hypocritical or doing things that are not
aligned with their promoted values, and then the influencer
“comes out” with an apology video in which they admit their
misdeeds and then continue to promote that value after this
repentance. Still, the cases where one admits having a fake value
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and then shifting their public image away from that value are
extremely rare. This is because value change and identity
transformations will alienate followers, and the influencers do
not have enough trust in their new identity to be attractive
enough to gain new followers.

A third dimension of self-rigidification concerns the user’s
epistemic agency, which is the agency that one has in pursuing
knowledge, understanding, or justifying opinions (Olson 2015).
When we have access to only certain kinds of information that
reinforce our worldviews, it does not allow us to challenge what
we know and who we are and ultimately explore our values. By
promoting engagement online, personalisation algorithms expose
users to information that either they would agree with or with
information that they would find outrageous and thus re-enforce
their convictions that their worldviews are right after all because
their moral indignation is shared by so many others (Mihailov
et al. 2023; Nguyen and Williams 2020). Storms of collective
moral indignation online are not conducive to any epistemic
transformation since their main purpose is performative - to
perform a certain moral identity in front of others who approve -
and not about changing beliefs or becoming reflective about what
triggers our indignation. Thus, this dimension of algorithmic
design, which is selected for worldview confirmation or outrage
(Voinea et al. 2024), is detrimental to any kind of epistemic
transformation. While we are exposed to information that
contradicts our worldviews quite often online, the ways in which
we are exposed to this epistemic difference are unlikely to have a
transformative effect.

The threat of identity rigidification due to SMP interactions
seems to be more significant than the habit rigidification
previously discussed. Identity rigidification interferes with the
possibility of changing one’s self-narrative, and the main
mechanism of action seems to interfere with personal normative
experiments by limiting users to a range of predictable and quite
limited experiences (Jaeggi 2014). Having the option to experi-
ment with one’s life is an important condition of moral agency.
Jaeggi (2014) argues for these self-experiments as being not
merely aesthetic experiments for the sake of experiments; rather,
these are attempts to solve a problem that is novel to us: “the self
is less a work of art one makes oneself into than a practical-
experimental process one is caught up in” (Jaeggi 2014, p. 189).
Experiments occur in our lives as attempts to solve novel
problems (Jaeggi 2014, pp. 65-66), and this aspect is precisely
agentic. Imagine that your best friend has betrayed you by
disclosing your secret to others. The friend’s betrayal is a problem
you must solve as a moral agent. You can experiment with
possible options for moral actions: cutting off that friend,
ghosting them, confronting them. If certain actions tell you
something about your moral character that could not have been
predicted otherwise, these count as experiments with the self.
These experiments bring increased self-knowledge and self-
transformation, but it seems that, online, these self-experiments
are discouraged by design since platforms assume a stable self for
their users, the user profile.

Conclusions

How should we see SMPs as environments fostering the users’
self-transformation? The taxonomy I have proposed thus far
allows for a complex mapping of its transformative potential. If
we were to look only at the first dimension, the formative agency,
SMPs are like any other offline social environment: complex
environments that afford but also hinder formative agency,
depending on the user’s context. However, if we add the second
angle, that of dimensions of the self that can get transformed,
almost all the patterned dimensions of the self as outlined by
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Gallagher and Daly, seem to be influenceable through social
media interactions, except perhaps for the embodied dimensions
and the stable character traits.

Concerning the adaptability dimension, an environment can be
seen as hostile to self-transformation in a variety of ways. The
modality scale opens up the possibility of normative evaluation:
either opening up too few options or too many or showing users
only necessary actions and leaving few choices for them. An
environment that discourages long-term reflection on one’s values
and goals or which introduces hidden values in a user’s life is also
hostile. Finally, any environment that makes visible to the users only
one facet of their identity (the so-called “identity rigidification”), as
if this is all who they are, is also hostile to self-transformation. I have
argued that an environment aiming to foster self-transformation
needs to open up more than one possibility for its users to perceive
their future selves while avoiding opening up too many possible
self-transformations. Such an environment should find ways to
avoid escaping into the realm of fantasy. Currently, many users
employ social media to create identities that they do not actually
have, which is possible because of the profile options that are dis-
connected from the actual identities of users. This seems to be the
most dangerous feature of SMPs, unmatched by other social
environments that come with their own version of friction by
confronting users with limitations in what they can do and imagine.
A fantasmatic self is an imagined self that has no connection with
the actual self and which also risks becoming entrenched because an
online user’s networked connections mirror this self back to us and
act as if we actually are this fantasy self. This kind of danger is hard
to replicate in the offline social realm, where identity checks are
embedded in how we relate to others daily. Compared to ‘offline’
social realms, SMPs have this distinctive quality that they afford to
escape into a fantasy self and craft unrealistic self-narratives that
ultimately harm the user’s actual formative agency.

When evaluating the ethics of socio-technical environments
such as online platforms, particularly SMPs, we should pay
attention mainly to the incremental types of change, those trig-
gered by environmental pressures slowly accumulating over time,
the C and D types in the formative agency dimension. It is still
possible to undergo a transformation of the first two types, A and
B, even on social media: think of people who are the targets of a
wave of online hate and harassment - this is a nonvoluntary
traumatic experience that they undergo and cannot escape, with
significant effects on their sense of self, or when people decide to
change their lives and announce or pledge this to their social
network. Meanwhile, the ethics of technological influence is pri-
marily focused on discernible actions (Specker Sullivan and
Reiner 2021) by evaluating which actions are fostered, scaffolded,
afforded, hindered or promoted by a socio-technical system while
seemingly assuming static goals and values for the user side -
hence this ethical framework is mostly suited for types A and B of
experiences as outlined above. However, the ethics of social media
platforms stemming from the ethics of influence will focus on
problematising instances when user’s interaction with an online
platform leads them to undertake actions that are not consistent
with the users’ values, goals or reasons, such as in cases of
technological manipulation (Klenk 2022). This is because most
approaches in the ethics of technological influence assume that a)
humans are agentic when we do things in the world that we want
to do, and b) our values and goals are constant and known to us.
Both assumptions are problematic because these rely on a con-
ception of agency as deliberate action based on one’s own deci-
sions and self-knowledge about these values and goals.

This paper inquired whether SMPs have the potential to be
spaces for the self-transformation of their users, stirred by the
observation that this self-transformative dimension has been
mostly absent from the scholarship on the philosophy of

technology. I argued that this is an important normative
dimension of any social space which deserves its own taxonomy.

I have argued in this paper that the ethics of technological
influence can be expanded and enriched with a concept of situ-
ated agency and an enactive evaluation of adaptability afforded by
an environment. Using a situated concept of agency, we should
look into how an agent is afforded or even pushed to undergo
transformative experiences. I used the types of transformative
experiences from Carel and Kid to argue that one agent can
effectively have four modes of formative agency in any given
situation, namely how one responds to the pressures of an
environment. However, since it could be argued that any kind of
adaptation is legitimate since we become who we change into, I
added an explicit normative dimension pertaining to the envir-
onment that fosters the agent’s transformation of the self: bor-
rowing from the terminology of enactive theories of cognition,
how an environment responds to an agent’s adaptation is also
important and can make the difference between a hostile envir-
onment and a flourishing-conducive one.

This proposed taxonomy, designed for a normative evalua-
tion, is amenable to some empirical confirmation insofar as
some aspects of SMPs and the experiences these platforms give
rise to for their users can be measured, albeit long-term
transformative processes are still difficult to observe. We can
meaningfully measure the extent to which a social media
platform enforces non-voluntary coping for users with deci-
sions taken by others (with transformative potential) or how it
enables the adoption of non-voluntary habits. The main
advantage of this framework is that it does not presuppose a
certain notion of flourishing as desirable for individuals and
instead recognises their situated nature: some agents have a
very limited capacity range to be developed in hostile envir-
onments. Rather, this framework takes flexibility to change to
be a better proxy for how friendly an environment is for the
user’s self-transformative processes. This aligns with previous
work by Delacroix (2022) and Jaeggi (2014) on identity rigi-
dification. However, the framework proposed here is multi-
dimensional and allows for a more complex space for
normative evaluation of a social environment such as SMPs.
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